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Abstract. In this paper we concern an abstract model of self-organizing process called local cellular automata (LCA)
proposed by us recently. The circular organization of living systems is addressed. A consistent circularity is defined by a
closure operation on complete lattice. An inconsistent circularity is defined by a quasi-closure called weak closure implied by
an internal perspective. Each cell in a LCA receives data about the time developments of its neighbors at one step before. It
constructs a (in general incomplete) look-up table by taking closure (or weak closure) of the received data on an appropriate
lattice. It applies obtained rule to its own present state and changes the state. In the former half of the paper, the theory
which is the basis for LCA based on set lattice is reformulated in terms of complete lattice. In the latter half, we restrict
cells’ information receiving ability and define restricted local cellular automata (RLCA). The space-time patterns of RLCA
are estimated by the variance of input-entropy over a span of time steps. The difference between closure driven RLCA and
weak closure driven RLCA is discussed.
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1 INTRODUCTION

Living systems self-organize [8, 10, 11]. Self-organization means something constructs itself by itself. The former
self can be seen a self as an operand and the latter can be seen a self as an operator. Both self cannot be separated
in living systems. They are dependent on each other. It is a problem to formalize this circular organization of living
systems. One of convincing attempts to address this problem is Rosen’s (M,R) system [12]. An (M,R) system consists
of abstracted three biological functions - metabolism, repair and self-replication. They are mutually dependent on each
other (in Rosen’s term ‘entailed’). (M,R) system is closed under dependency relations in these biological functions. It
is, therefore separated from its environment in terms of the biological functions (Of course, transmissions of materials
and energy from/to the environment are allowed). Although this gives a form of the circular organization of living
systems, such a description of living systems is too static. Real living systems are more dynamic. They interact with
their environments, adapt to changes in the environments and learn from the interactions. Living systems are open
to their changes resulting from interactions with their environments. It is not enough to focus on only the circular
organization of living systems in order to address such dynamic aspects of living systems.

In (M,R) system a inseparability between an operator and an operand (circularity) is constructed consistently.
However, in terms of internal perspective [3, 4, 5], the circularity can imply a kind of indefiniteness. So the circularity
must be inconsistent in some sense. In our previous work [9], we proposed a definition of the indefiniteness and called it
autonomous indefiniteness. We discussed how a complex behavior emerges when each element of a system is subject to
autonomous indefiniteness. The system we proposed is an abstract model of self-organizing process called elementary
local cellular automaton (ELCA). In this model, a ‘consistent’ circularity is defined by a closure operation on set
lattice and an ‘inconsistent’ circularity that can imply indefiniteness is defined by modifying the closure operation by
the partial universal quantifier [6, 7]. The partial universal quantifier defines an incomplete wholeness that can cause an
inconsistent inseparability between the closure operation and the domain of the closure operation. The derived quasi-
closure operation is called weak closure operation. We defined two systems, the one in which each cell possesses only
the consistent circularity and the other in which each cell possesses the inconsistent circularity. The former system
is called closure driven elementary local cellular automaton (CD-ELCA) and the latter is called weak closure driven



elementary local cellular automaton (WCD-ELCA). In both systems, first each cell (which has two possible states, 0
or 1) receives data about the time developments of its nearest neighbors at one step before. For example, if the array of
states of the nearest neighbors at present is (110) and that within the second nearest sites at the last time step is (11010)
then the cell recives three pairs ((110),1), ((101),1) and ((010),0). Next it construct a look-up table for the possible
eight triplets by taking closure (or weak closure) of the received data on a set lattice. This look-up table is incomplete
in general. Finally it applies the obtained (incomplete) rule to the triplet at present time step and changes its state. We
showed that CD-ELCA falls into ordered state under the periodic boundary condition. In contrast, WCD-ELCA shows
generation and destruction of clusters of various sizes and the frequency distribution of cluster size can scale as power
law with exponent -2.0.

In this paper, we concern two distinct ways which extend ELCA. The one enables us to define many-valued local
cellular automata including two-valued ones. The other is a modification on rule construction at each cell in ELCA.
As pointed out in our previous paper, we need to extend the theory of weak closure operation on set lattice to the
framework of complete lattice in order to define many-valued local cellular automata. This can be easily done. We can
translate the theory in set lattice into that in complete lattice directly. We discuss this issue in section 2. For the latter
issue, which is concerned in section 3, we introduce restrictions into the information receiving ability of cells in ELCA.
Given one of 256 look-up tables of elementary cellular automata, each cell can receive only the data that match the
given table. Then we obtain 256 kinds of local cellular automata (LCA) for both closure driven case and weak closure
driven case. We call the obtained LCA restricted local cellular automata (RLCA). The space-time patterns of RLCA
are estimated by the variance of input-entropy over a span of time step [14]. They are classified into ordered, chaotic
and complex ones by plotting the time average of input-entropy against the variance of it. The difference in spectrum
of space-time patterns between closure driven RLCA and weak closure driven RLCA is shown.

2 CLOSURE AND WEAK CLOSURE IN COMPLETE LATTICE

The result in this section is an easy generalization of that in [9]. A proof of any statement is direct translation from
that in set lattice to that in complete lattice. However, we give a proof for each statement in what follows for reader’s
convenience.

2.1 Closure

Let (P,≤) be a partially ordered set. Recall a mapc from P to P is calleda closure operator on P[1] if it satisfies
following conditions for anyx,y∈ P: (i) x≤ c(x), (ii) x≤ y⇒ c(x)≤ c(y), (iii) c(c(x)) = c(x). A point x in P is called
closedif c(x) = x holds. We denote the set of all closed points inP by Pc.

Let L be a complete lattice with 0(the least element ofL) and 1(the greatest element ofL). That is,L is a poset in
which every subset has both a join(least upper bound) and a meet(greatest lower bound). We write≤ for the partial
order onL. In what follows, we treat only meets. We write

∧
T for the meet of a subsetT. A subsetSof L is called

a complete meet-semilatticeif every subsetT of S has its meet inS. Then1 =
∧

/0 is an element of any complete
meet-semilattice.

The next theorem 1 is an analog for one in [1](theorem 7.3, p.147).

Theorem 1. Let c be a closure operator on a complete lattice with 0 and 1. ThenLc is a complete meet-semilattice ofL.
Conversely, for any complete meet-semilatticeSof L if we define a mapcS from L to L by cS(a) =

∧{s∈S|a≤ s}
for a∈ L, thencS is a closure operator onL.

Proof. Let c be a closure operator onL. Consider a subsetT of Lc. For anyt ∈ T, we have
∧

T ≤ t. Therefore,
c(

∧
T) ≤ c(t) = t holds. This shows thatc(

∧
T) is a lower bound forT. Let a∈ L satisfya≤ t for any t ∈ T.

Then we havea≤∧
T ≤ c(

∧
T). Hencec(

∧
T) is the meet forT and this meansc(

∧
T) =

∧
T.

Conversely, letS be a complete meet-semilattice ofL. By the definition ofcS, it follows thata≤ cS(a) and if
a≤ b thencS(a) ≤ cS(b) for any a,b ∈ L. SinceS is a complete meet-semilattice,cS(a) ∈ S andcS(cS(a)) =∧{s∈ S|cS(a)≤ s} ≤ cS(a) for anya∈ L.

There exists one-to-one correspondence between the set of all closure operators on a complete latticeL with 0 and
1 and the set of all complete meet-semilattices ofL. Actually, it is a consequence of theorem 1 as we show below.



First we prove thatcLc = c holds for a closure operatorc onL. It is enough to show thatc(a) =
∧{s∈ Lc|a≤ s} for

anya∈ L. c(a) is a lower bound for{s∈ Lc|a≤ s} since ifa≤ s for s∈ Lc thenc(a)≤ c(s) = sholds. Lett be a lower
bound for{s∈ Lc|a≤ s}. We havec(a) ∈ Lc by c(c(a)) = c(a). Hencet ≤ c(a) holds bya≤ c(a) and this showsc(a)
is the meet.

Second we prove thatLcS = S holds for a complete meet-semilatticeS of L. Since we havecS(s) =
∧{s′ ∈ S|s≤

s
′} = s for s∈ S, we gets∈ LcS. HenceS⊂ LcS holds. On the other hand, since we havet = cS(t) =

∧{s∈ S|t ≤ s}
for t ∈ LcS andS is a complete meet-semilattice,t ∈ Sholds. So we getLcS ⊂ S.

Next proposition 2 defines the closure of given subsetSof a complete latticeL.

Proposition 2. Let L be a complete lattice with 0 and 1 andS be a subset ofL. We define a mapcS from L to L by
cS(a) =

∧{s∈ S|a≤ s} for a∈ L. ThenS:= {a∈ L|cS(a) = a} is a complete meet-semilattice (thereforecS is a
closure operator onL).

Proof. For simplicity, we writec instead ofcS. Let T be a subset ofS. We have to show that
∧

T ∈ S. By the definition
of c, we have

∧
T ≤ c(

∧
T). The reverse inequality is shown as follows.

In the caseT = /0, we havec(
∧

T) =≤ 1=
∧

T. SupposeT 6= /0. Since we havet ∈Sfor anyt ∈ T, t = c(t) holds.
So we get

∧
T =

∧
c(T) =

∧
t∈T

∧{s∈S|t ≤ s}. On the other hand, we havec(
∧

T) =
∧{s∈S|∧T ≤ s}=

∧{s∈
S|∧t∈T

∧{s′ ∈ S|t ≤ s
′} ≤ s}. For anys∈ Swith t ≤ s for somet ∈ T,

∧
t∈T

∧{s′ ∈ S|t ≤ s
′} ≤ sholds. Hence we

getc(
∧

T)≤∧
t∈T

∧{s∈ S|t ≤ s}=
∧

T.

We callS in proposition 2the closure of S in L.
Given a subsetSof a complete latticeL with 0 and1, we haveS⊂ S= cS(S) by proposition 2 and the one to one

correspondence between closure operators and meet-semilattices. Here,SandScan be considered to be operands and
cS andcS are operators. All elements ofS are fixed points ofcS andS is invariant bycS. Thereby, we refer to these
facts asconsistent circularity.

2.2 Weak Closure

Let G,M be nonempty sets and I be a binary relation on the productG×M, i.e, I is a subset ofG×M. For

any subsetA of G, we define∀pa ∈ A
def⇔ a ∈ A∩ ((A

′
)c)+, whereA

′
:= {m∈ M|∀g ∈ A gIm}, (A

′
)c := M \A

′
and

((A
′
)c)+ := {g∈G|∃m∈ (A

′
)c s.t. gIm}. The symbol∀p is calledthe partial universal quantifier[6, 7].

Originally G is a set of objects andM is a set of attributes in terms of formal concept analysis [2]. The triplet
(G,M, I) defines a formal context. Given a subsetA of G, A

′
is the set of all attributes that are common in all objects in

A. (A
′
)c is the set of attributes which are not possessed by at least one object inA. Finally,((A

′
)c)+ is the set of objects

which have at least one attribute which is not possessed by at least one object inA. Thusa∈ A∩ ((A
′
)c)+ means that

a possesses at least one attribute that is not common inA. In other words, those which have only attributes common in
A are discarded by∀p.

Let L be a complete lattice with 0 and 1. We consider the partial universal quantifier in the caseG = M = L and
I =≤. In this case we can omit the operation+ in the definition of∀p.

Lemma 3. For any subsetSof L, we have((S
′
)c)+ = (S

′
)c.

Proof. Let s∈ ((S
′
)c)+. By the definition, there existst ∈ (S

′
)c such thats≤ t. Now supposes∈ S

′
. Thena≤ s≤ t

holds for anya∈ Ssot is an element ofS
′
. But this is impossible since we havet ∈ (S

′
)c. Hences 6∈ S

′
must hold

and we get the inclusion((S
′
)c)+ ⊂ (S

′
)c. The reverse inclusion immediately follows from the definition.

Let L be a complete lattice with 0 and 1 andS be a subset ofL. We define a mapwcS from L to L by wcS(a) =∧
∀ps∈Sa

s for eacha∈ L, whereSa = {s∈ S|a≤ s}. We callS̃:= {a∈ L|wcS(a) = a} the weak closure of S in L.
The next theorem 4 determines the relation between the closure and the weak closure.

Theorem 4. Let L be a complete lattice with 0 and 1 andSbe a subset ofL.
(i) If 1∈ S then we havẽS= S.

(ii) If 1 6∈ S then we havẽS= S\M, whereM is the set of all maximal element ofS with respect to naturally
induced order byL.



In order to prove theorem 4, we need some lemmas.

Lemma 5. For eacha∈ L, Sa 6= /0 andSa∩ (Sa
′
)c = /0 hold if and only ifSa is a singleton set. If at least one of the two

conditions is satisfied then the unique element ofSa is a maximal element ofS.

Proof. SupposeSa 6= /0 andSa∩ (Sa
′
)c = /0. For anys∈ Sa s∈ Sa

′
holds sinceSa ⊂ Sa

′
. Hencet ≤ s for any fixed

s, t ∈ Sa. If we interchanges andt, we gett ≤ s. This means thats= t for any s, t ∈ Sa. Since we assume that
Sa 6= /0, Sa is a singleton set.
Conversely, supposeSa is a singleton set. Since the unique point inSa belogs to the setSa

′
, Sa∩ (Sa

′
)c = /0 holds.

The remaining fact we have to show is that the unique element ofSa is a maximal element ofS. PutSa = {s} and
assume thats is not an element ofS. There existst ∈ Ssuch thats≤ t ands 6= t. Thent ∈ Sa sincea≤ s≤ t. But
this is impossible.

Lemma 6. If 1∈ S thenSa∩ (Sa
′
)c = Sa\{1} for anya∈ S.

Proof. Suppose1 ∈ S. 1 ∈ Sa and 1 ∈ Sa
′

hold. ThenSa
′
= {1} holde since1≤ s for any s∈ Sa

′
. Hence we get

Sa∩ (Sa
′
)c = Sa\{1}.

Lemma 7. If 1 6∈ S then

Sa∩ (Sa
′
)c =

{
Sa\{m}, if Sa has the maximum elementm.
Sa, otherwise.

Proof. Assume thatSa has the maximum elementm. Thenm 6∈ (Sa
′
)c holds sincem∈ Sa

′
. For any others∈ Sa with

s 6= m, s∈ (Sa
′
)c holds sinces≤m. Hence we getSa∩ (Sa

′
)c = Sa\{m}.

Next assume thatSa has no maximum element. Then there exists not ∈ Sa such thats≤ t for any s∈ Sa. So
Sa∩Sa

′
= /0 and this meansSa ⊂ (Sa

′
)c.

Proof of theorem 4. We devide the proof into four parts: (i)̃S⊂ S. (ii) 1 6∈ S⇒ S̃⊂ S\M. (iii) 1∈ S⇒ S̃⊃ S. (iv)
1 6∈ S⇒ S̃⊃ S\M.

(i) Let a∈ S̃. We provecS(a)≤ a. But we have

cS(a) =
∧

s∈Sa

s, wcS(a) =
∧

s∈Sa∩(Sa
′ )c

s

andSa∩ (Sa
′
)c ⊂ Sa, so we getcS(a)≤ wcS(a) = a.

(ii) Let 1 6∈ S. Considering the result in case (i), it is enough to show that ifwcS(a) = a for a∈ L thena is not a
maximal element ofS. Supposea∈ L is maximal inS. Sa∩ (Sa

′
)c = /0 holds by lemma 5. Then we have

a = wcS(a) =
∧

s∈Sa∩(Sa
′ )c

s=
∧

/0 = 1.

But this is impossible since1 6∈ Sby assumption.

(iii) Let 1∈ S. Supposea∈ S. We show that
∧

s∈Sa
s=

∧
s∈Sa∩(Sa

′ )c s. We haveSa∩ (Sa
′
)c = Sa\{1} by lemma 6.

Hence
∧

s∈Sa∩(Sa
′ )c

s=
∧

s∈Sa\{1}
s= (

∧

s∈Sa\{1}
s)∧1 =

∧

s∈Sa

s.

(iv) Let 1 6∈ Sanda∈ S\M.
If a ∈ S then a is not a maximal element ofS. Since we assume1 6∈ S, there existss ∈ S such that
a≤ s,a 6= s,s 6= 1. Supposea∈ (Sa)

′
holds. Then we haves≤ a but this is impossible sincea 6= s. Hence

we havea 6∈ (Sa)
′
and this impliesa∈ Sa∩ (Sa

′
)c. SowcS(a) =

∧
s∈Sa∩(Sa

′ )c s= a.

Next we consider the casea 6∈ S. We prove
∧

s∈Sa
s =

∧
s∈Sa∩(Sa

′ )c s. There is nothing to prove in the

caseSa = /0. So we assumeSa 6= /0. SupposeSa∩ (Sa
′
)c = /0. By lemma 5, There existss∈ S such that



Sa = {s}. Then we havea = cS(a) = s∈ Sbut this is impossible since we assumea 6∈ S. Therefore we have
Sa∩ (Sa

′
)c 6= /0. WhenSa does not have the maximum element,Sa∩ (Sa

′
)c = Sa holds by lemma 7. On the

other hand, ifSa has the maximum elementm, Sa∩ (Sa
′
)c = Sa\{m} holds. Since we haveSa∩ (Sa

′
)c 6= /0,

∧

s∈Sa∩(Sa
′ )c

s=
∧

s∈Sa\{m}
s= (

∧

s∈Sa\{m}
s)∧m=

∧

s∈Sa

s.

In general, the weak closurẽSof S is not the closure ofSas one can see by theorem 4. However,S̃ is a complete
meet-semilattice ofL.

Theorem 8. Let L be a complete lattice with 0 and 1. Then the weak closureS̃ for any subsetS of L is a complete
meet-semilattice ofL.

Proof. If 1 ∈ S then S̃= S by theorem 4 sõS is a complete meet-semilattice. Let1 6∈ S. We writeM for the set of
all maximal elements ofS. By theorem 4, we havẽS= S\M. Take a subsetT of S̃. SinceS is a complete meet-
semilattice ofL,

∧
T ∈ Sholds. IfT = /0 then

∧
T =

∧
/0 = 1∈ S̃. We show that

∧
T 6∈M whenT 6= /0. We write

m for
∧

T. Supposem∈ M. We havem≤ t for any t ∈ T. If there existt ∈ T such thatt ∈ S then eitherm= t
or t = 1 holds by the maximality ofm. m= t must hold by the assumption. But this is impossible since we have
m 6∈ S̃. Hencet 6∈Sfor anyt ∈ T. We havet = wcS(t) =

∧
s∈St∩(St

′ )c ssince we assumeT ⊂ S̃. Suppose there exists

t ∈ T such thatSt ∩ (St
′
)c 6= /0. Then there existss∈ St ∩ (St

′
)c⊂ Ssuch thatm≤ t ≤ s. By the maximality ofm, it

follows thatm= sandt = m. But this is impossible sincet 6∈ S. Hence we haveSt ∩ (St
′
)c = /0 for anyt ∈ T. This

meanst = 1 for anyt ∈ T. So we get1 =
∧

T = m but this is impossible sincem 6∈ S̃. Thereforem 6∈M holds.

In contrast to the closure, we haveS 6⊂ S̃= wcS̃(S̃) by theorem 4 in general.̃S is invariant bywcS̃ on one hand,
there exist some elements ofS that are not fixed points ofwcS on the other hand. Thereby, we refer to these facts as
inconsistent circularity.

Given a function on a subsetSof a complete lattice, we define the extensions of the function onS, S̃. Let L,M be
complete lattices with 0 and 1 andf be a map fromS⊂ L to M. The extension of f onS is defined as a mapf from S
to M which sends eacha∈ S to f (a) =

∧
s∈Sa

f (s). In the same way,the extension of f oñS is a mapf̃ from S̃ to M

defined byf̃ (a) =
∧
∀ps∈Sa

f (s) for eacha∈ S̃. Here we use the term ’extension’. However, The values off (or f̃ ) do

not coincide with those off onSsince we definef and f̃ so that they become order-preserving maps.

Proposition 9. Let L,M be complete lattices with 0 and 1. Given a subsetS of L and a mapf from S to M. Then f
and f̃ are order-preserving maps fromSandS̃ to M, respectively.

Proof. Let a≤ b∈ S. We haveSb⊂ Sa, so f (a) =
∧

s∈Sa
f (s)≤∧

s∈Sb
f (s) = f (b). We also haveSa

′ ⊂ Sb
′
by Sb⊂ Sa.

Therefore we have(Sb
′
)c ⊂ (Sa

′
)c and f̃ (a) =

∧
s∈Sa∩(Sa

′ )c f (s)≤∧
s∈Sb∩(Sb

′ )c f (s) = f̃ (b).

Proposition 10. Let L,M be complete lattices with 0 and 1. Given a subsetSof L and a mapf from S to M.
(i) If 1∈ S then f (a) = f̃ (a)∧ f (1) for eacha∈ S= S̃.

(ii) If 1 6∈ S then

f (a) =
{

f̃ (a)∧ f (m), if Sa has the maximum elementm.
f̃ (a), otherwise.

for eacha∈ S̃⊂ S.

Proof. (i) follows from lemma 6 and (ii) follows from lemma 7 immediately.

3 RESTRICTED LOCAL CELLULAR AUTOMATA

A local cellular automaton is defined as follows [9]. We concern only one-dimensional and nearest neighbor
interaction case. Each cell in the automaton takes its value in a complete latticeV. In this paper,V is always{0,1}.
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FIGURE 1. The time developmental procedures at sitei and timet in both CD- and WCD-LCA are shown (Left). Circles filled
in black and white on triplets consisting of 0 and 1 denote 1 and 0, respectively. The functionf is an abbreviation forf t

i , and so on.
Functionsf , f and f̃ are represented by Hasse diagrams with colored circles(Right).

The state of a cell at timet and sitei is represented byat
i ∈V, wheret is a non-negative integer,1≤ i ≤ N andN is

the size of the one-dimensional lattice. Fix a cell at timet and sitei. It determines its state at timet +1 (i.e. at+1
i ) by

following procedure. First it receives information about the last time development at its neighbors. That is, three pairs
of triplet and state value((at−1

i+k−1,a
t−1
i+k,a

t−1
i+k+1),a

t
i+k) for k = −1,0,1. PutSt

i = {(at−1
i+k−1,a

t−1
i+k,a

t−1
i+k+1)|k = −1,0,1}.

Next it defines a mapf from St
i ⊂ V ×V ×V to V by f t

i (a
t−1
i+k−1,a

t−1
i+k,a

t−1
i+k+1) = at

i+k with k = −1,0,1. If there are
two distinct values off t

i for a triplet then the value off t
i for the triplet is arbitrarily chosen from the two values. The

map f t
i is extended toSt

i (or S̃t
i ) written by f t

i (resp. f̃ t
i ). Finally, it applies the obtained mapf t

i (resp. f̃ t
i ) to the triplet

(at
i−1,a

t
i ,a

t
i+1) and get the state value of the cell at sitei and time stept +1 written byat+1

i . If the triplet(at
i−1,a

t
i ,a

t
i+1)

is not contained in the setSt
i (resp.S̃t

i ) then the value ofat+1
i is arbitrarily chosen from the setV. If the rule construction

of each cell is given by the closure operation, then the local cellular automaton is called closure driven local cellular
automaton (CD-LCA). If the rule construction of each cell is given by the weak closure operation, then the local
cellular automaton is called weak closure driven local cellular automaton (WCD-LCA). For example, if

(at−1
i−2,a

t−1
i−1,a

t−1
i ,at−1

i+1,a
t−1
i+2) = (1,1,0,1,0),

(at
i−1,a

t
i ,a

t
i+1) = (1,1,0),

then St
i = {(1,1,0),(1,0,1),(0,1,0)}, f t

i (1,1,0) = f t
i (1,0,1) = 1 and f t

i (0,1,0) = 0 (figure 1). By proposition 2,
St

i = {(0,0,0),(0,1,0),(1,0,0),(1,0,1),(1,1,0),(1,1,1)}. By the definition of f t
i , f t

i (0,0,0) = f t
i (0,1,0) = 0 and

f t
i (1,0,0) = f t

i (1,0,1) = f t
i (1,1,0) = f t

i (1,1,1) = 1. Thereforeat+1
i = f t

i (1,1,0) = 1 in the CD-LCA. On the other

hand, sinceat+1
i = f̃ t

i (1,1,0) is not defined, the value is chosen from the set{0,1} randomly (in probability 0.5 for

each value 0 and 1) in the WCD-LCA. Actually,̃St
i = {(0,0,0),(0,1,0),(1,0,0),(1,1,1)} by theorem 4 since the set

of all maximal elements inSt
i is {(1,0,1),(1,1,0)}. Thereforef̃ t

i is not defined on(1,1,0) though f t
i (1,1,0) is defined

as1.
Now we define restricted local cellular automata (RLCA). They are modified LCA in which each cell has restricted

information receiving ability. Given a look-up table of elementary cellular automaton, each cell can receive only
the pairs of triplet and state value which match the given rule table. The setSt

i , therefore becomes smaller than that of
ordinary LCA in general. For example, consider the case,(at−1

i−2,a
t−1
i−1,a

t−1
i ,at−1

i+1,a
t−1
i+2) = (1,1,0,1,0),(at

i−1,a
t
i ,a

t
i+1) =

(1,1,0) and the restriction rule table is given by following table ;

000 001 010 011 100 101 110 111
0 1 0 0 1 1 0 0

Then the pairs((1,0,1),1) and((0,1,0),0) match the rule but the pair((1,1,0),1) does not match the rule since110
is bound to0 in the table. ThereforeSt

i = {(1,0,1),(0,1,0)} in this circumstance. The remaining rule construction
procedure in RLCA is the same as that in ordinary LCA(figure 2). We get 256 closure driven RLCA (CD-RLCA)
and the same number of weak closure driven RLCA (WCD-RLCA). We number the restriction rules as well as
ordinary ECA’s rule numbering [13]. The numbers are calledrestriction rule numbers(RRN’s). For example,RRN=
2+16+32= 50 for the above example.
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FIGURE 2. The time developmental procedures at sitei and timet in both CD- and WCD-RLCA with RRN=50 are shown (Left).
Coresspondingf , f and f̃ are also shown(Right).

Now we state some easily derivable facts on RLCA from the definition. If the difference of RRN’s between two
CD-RLCA is just 128 then the two systems have the same time development rule. This is because whetherSt

i contains
(1,1,1) or not (1,1,1) always belongs toSt

i . This fact is not true for WCD-RLCA in general. If(at
i−1,a

t
i ,a

t
i+1) =

(1,1,1) thenat+1
i = 1 for any tuple of five(at−1

i−2,a
t−1
i−1,a

t−1
i ,at−1

i+1,a
t−1
i+2) independent on restriction rules in both closure

and weak closure driven systems. So the homogeneous state in which all cells’ states are1 is a fixed point of any
RLCA with the periodic boundary condition. If RRN is less than 128 then a cell sitting at sitei and timet in the system
cannot receive((1,1,1),1). Suppose that the cell receives((1,1,1),1). ThenSt

i does not contain(1,1,1) andSt
i 6= S̃t

i
by theorem 4. So we can expect that the difference between CD-RLCA and WCD-RLCA is strengthen if the RRN is
less than 128.

We estimate the space-time patterns of RLCA with the periodic boundary condition and disordered initial configu-
rations by the variance of input-entropy over a span of time steps. According to Wuensche [14], we can classify the
space-time patterns into ordered, chaotic and complex ones by plotting the time average of input-entropy against the
variance of it. The input-entropy at timet is given by

Et =−
8

∑
i=1

(
Qt

i

N
× log

Qt
i

N
)

whereN is the system size andQt
i is the amount ofith triplet at timet. The classification can be described as follows.

Ordered: Lower average entropy and low variance.
Complex: High variance of input-entropy.
Chaotic: Higher average entropy and low variance.

For each RRN both the closure system and the weak closure system are classified into one of the above classes
respectively. So each RRN can be mapped to one of nine possible types in the following table.

c \ wc ordered complex chaotic
ordered © © ©
complex × © ©
chaotic × © ©

‘C’ and ‘wc’ are abbreviations of closure system and weak closure system respectively. The circle at first low and
second column means that there exists an example of RRN with which the closure system shows ordered dynamics
and the weak closure system shows complex one. The cross at second low and first column means that there is no
example of RRN with which the closure system shows complex dynamics and the weak closure system shows ordered
one, and so on. Since weak closure systems are less deterministic than closure ones, it is plausible that there is no RRN
such that (c,wc)=(complex, ordered) or (chaotic, ordered).

Figure 3 shows examples of RLCA corresponding to existing seven types of RRN. The graphs along right hand sides
of space-time patterns are time series of input-entropy at each time step. Note that there are some RRN like RRN=18



FIGURE 3. Examples of RLCA corresponding to existing seven types of RRN. The system size is 100 and the first 200 time
steps from disordered initial configurations are shown. The graphs along right hand sides of space-time patterns are time series of
input-entropy at each time step. The upper left two are closure system (left) and weak closure system (right) with RRN=217, which
is an example of (c, wc)=(ordered, ordered). (c,wc)=(ordered, complex) for the upper right two with RRN=47, (c,wc)=(ordered,
chaotic) for the left two in the second row with RRN=224, (c,wc)=(complex, complex) for the right two in the second row with
RRN=51, (c,wc)=(complex, chaotic) for the left two in the third row with RRN=179, (c,wc)=(chaotic, complex) for the right two
in the third row with RRN=18 and (c,wc)=(chaotic, chaotic) for the bottom two with RRN=169.

with which closure systems belong to the chaotic class and weak closure systems belong to the complex class though
weak closure systems are less deterministic than corresponding closure systems in terms of time development rules.

The variance of input-entropy is plotted against the average of input-entropy in figure 4. Only a few CD-RLCA
shows higher variance among closure sytems (0.05-0.1) on one hand, many WCD-RLCA shows high variance (more
than 0.1) on the other hand. For example, there are 96 WCD-RLCA in which the variance exceeds 0.1 among weak
closure systems with which RRN is less than 128. They visually show complex space-time patterns with localized
structures as one can see in some examples in figure 3. The positions of examples in figure 3 are also shown in figure
4. We must tune some unknown parameters in order to find complex space-time patterns in CD-RLCA. Contrary to
this, we can easily find complex space-time patterns without any parameter tuning in WCD-RLCA. WCD-RLCA with
lower average entropy (less than around 2.5) are relaxed to the homogeneous state in which all cells are black from
disordered initial configurations. Complex space-time patterns appear in their relaxation process. Thereby the spread
both in variance and average entropy in figure 4 reflects the difference in transient lengths of weak closure systems.
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FIGURE 5. Average transient length vs system size. The transient length are averaged over 500 different initial disordered
configurations. Left: WCD-RLCA with average entropy= 0.5−1.5. Middle: WCD-RLCA with average entropy= 1.5−2.5. Right:
WCD-RLCA with average entropy≈ 2.5.

The dependency of the transient length on the system size is shown in figure 5 for some complex WCD-ELCA. The
higher the average entropy is, the longer the transient length is. However in lower average entropy range (less than
around 2.5) the transient length increases only the order of logarithm of the system size.

4 CONCLUDING REMARKS

In this paper two ways of extending elementary local cellular automaton are shown. One is the formalization in
complete lattice which enables us to define many-valued LCA. The study of many-valued LCA by computer simulation
is remained for a future work. The other is a modification on the rule construction procedure at each cell in LCA and
define restricted local cellular automata(RLCA). In RLCA a cell’s information receiving ability is restricted by one
of 256 look-up table of elementary cellular automata. The difference in space-time patterns between CD-RLCA and
WCD-RLCA is addressed in terms of the variance of input-entropy. Only a few CD-RLCA show complex space-time
patterns on one hand, many WCD-RLCA show complex space-time patterns on the other hand. The result suggests
that an inconsistent circularity in the form of the weak closure operation is one of significant factors for the emergence
of complex space-time patterns with localized structures.
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